FLOW AND HEAT TRANSFER IN CROSS-STREAM TYPE T-JUNCTIONS: A COMPUTATIONAL STUDY
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ABSTRACT

The present computational study is concerned with the thermal mixing of flow-crossing streams in a T-shaped junction, focussing primarily on a configuration subjected to temperature dependent fluid property conditions. The reference experimental investigation is conducted by Hirota et al. (2010). Preliminary, a quasi-two-dimensional configuration with constant fluid properties, for which the reference DNS (Direct Numerical Simulation) database is made available by Hattori et al. (2014), is simulated. The presently applied computational model is based on a VLES (Very Large Eddy Simulation) formulation of Chang et al. (2014). The residual turbulence is modeled employing the RANS-based (Reynolds-Averaged Navier-Stokes) elliptic-relaxation eddy viscosity model of Hanjalić et al. (2004). In addition to the VLES, both flow configurations are computed applying the background RANS model representing the constituent of the VLES method. Whereas the eddy viscosity model describes fully-modeled turbulence in the RANS framework, it relates to the unresolved sub-scale turbulence within the VLES methodology. Unlike the RANS method, the VLES method is capable of capturing the spectral dynamics of turbulence to an extent complying with the underlying grid resolution. The results obtained with the present VLES model follow closely the reference DNS data in the Hattori et al. (2014) case. In the more complex Hirota et al. (2010) configuration, the flow field is captured reasonably well, while the computationally obtained thermal fields suggest a more intensive mixing relative to the reference experiment.

INTRODUCTION

Flow phenomena encountered during the turbulent mixing of two streams crossing in a T-shaped junction are of interest for a variety of practical applications. While T-junctions can be found in many technical systems in the chemical and petroleum industry, major focus in recent years has been on their application in cooling systems of nuclear power plants. Several experimental and computational studies have focused on this topic, with the goal to more accurately predict thermal fatigue due to cyclic temperature fluctuations induced by the mixing process (see e.g. Walker et al. (2009), Kuczaj et al. (2010), Kim & Jeong (2012)). Furthermore, T-junctions are relevant for automotive applications, including HVAC (heating, ventilation and air-conditioning) units (Hirota et al., 2010) as well as exhaust systems.

The present study is concerned with the turbulent mixing and heat transfer in two T-junction configurations: First, a quasi-two-dimensional configuration (i.e. infinite extension in spanwise direction) with constant fluid properties is investigated. The geometry and flow conditions for this case comply with the reference DNS study by Hattori et al. (2014). Secondly, a full three-dimensional configuration with variable flow properties is considered, which was studied experimentally by Hirota et al. (2010). Fig. 1 shows a schematic depiction of the geometry. In both cases the flow is characterized by two turbulent streams of different temperatures issuing from the horizontal main channel/duct (‘cold stream’ at $T_C$) and a vertically positioned branch channel/duct (‘hot stream’ at $T_H$). In the quasi-two-dimensional case, the side walls are replaced by planes with periodic boundary conditions in order to model the infinite extension in spanwise direction. The height of the branch channel is equal to the main channel height ($B = H$). The flow issuing from the inlet channels matches fully developed channel flow at a Reynolds number of $Re_B = 5650$ based on the bulk-velocity $U_b$ and the channel height $H$ (corresponding to a friction Reynolds number of $Re_f = 180$). The Prandtl number is $Pr = 0.71$. In the three-dimensional case, the branch ducts height is $B = H/2$ and the spanwise dimension equates to $A = 2H$, with $H = 60$ mm in the experimental set-up of Hirota et al. (2010). The Reynolds numbers are $Re_B = U_b d_h / ν \approx 15000$ in the main duct and $Re_B \approx 9000$ in the branch duct. Here, $d_h$ denotes the respective hydraulic diameter and $U_b$ the bulk velocity equal in both channels. In the experimental investigations, air was used and the bulk temperatures were set to $T_C = 12^\circ\text{C}$ and $T_H = 60^\circ\text{C}$.

The unsteady flow conditions stemming from the turbulent mixing as well as flow features such as separation and reattachment are difficult to predict by classical (U)RANS models. In this work, a seamless hybrid LES/RANS model proposed by Chang et al. (2014), derived in line with the VLES concept of Speziale (1998), is employed. The elliptic-relaxation eddy viscosity model of Hanjalić et al. (2004), denoted as $\zeta$-$f$ model, is used to describe the unresolved turbulence motion. In addition, both flow configuration are computed within the classical (U)RANS framework, applying the aforementioned $\zeta$-$f$ model. The computational results including mean values and turbulence statistics obtained with the present VLES and RANS models are analyzed along with the respective reference DNS and experimental data base.

Figure 1. Schematic of the flow configuration considered.
COMPUTATIONAL METHODOLOGY

In the present VLES framework, the flow field is obtained by solving the Favre-averaged continuity and momentum equations for a variable density Newtonian fluid, given by

$$\frac{\partial \tilde{\rho}}{\partial t} + \frac{\partial}{\partial x_i} (\tilde{\rho} \tilde{U}_i) = 0$$  \hspace{1cm} (1)

and

$$\frac{\partial}{\partial t} (\tilde{\rho} \tilde{U}_i) + \frac{\partial}{\partial x_j} (\tilde{\rho} \tilde{U}_i \tilde{U}_j) = -\frac{\partial \tilde{p}}{\partial x_i} + \frac{\partial}{\partial x_j} \left\{ \mu \left( \frac{\partial \tilde{U}_i}{\partial x_j} + \frac{\partial \tilde{U}_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial \tilde{U}_k}{\partial x_k} \right) - \tau_{ij} \right\}.$$  \hspace{1cm} (2)

with the velocity components \(U_i\), the pressure \(p\), the density \(\rho\), the dynamic viscosity \(\mu\) and the Kronecker delta \(\delta_{ij}\). The tilde operator denotes the Favre averaging (\(\Phi = \tilde{\Phi} / \tilde{\rho}\)) and \(\tau_{ij} = \tilde{\rho} (\tilde{U}_i \tilde{U}_j - \tilde{U}_i \tilde{U}_j)\) represents the stress tensor associated with the sub-grid motion, which has to be modeled. The temperature is obtained by solving the Favre-averaged energy equation, where viscous dissipation is neglected in this work due to the low Mach numbers considered:

$$\frac{\partial}{\partial t} \left( \tilde{\rho} c_p \tilde{T} \right) + \frac{\partial}{\partial x_i} \left( \tilde{\rho} c_p \tilde{U}_i \tilde{T} \right) = \frac{\partial}{\partial x_i} \left( \lambda \frac{\partial \tilde{T}}{\partial x_i} - q_i \right).$$  \hspace{1cm} (3)

Here, \(T\) is the temperature, \(c_p\) the specific heat at constant pressure, \(\lambda = c_p \mu / Pr\) the thermal conductivity and \(q_i = \tilde{\rho} c_p (\tilde{U}_i \tilde{T} - \tilde{U}_i \tilde{T})\) the sub-grid turbulent heat flux determined by the turbulence model. Temperature dependence of the dynamic viscosity is considered by employing Sutherland’s formula (Sutherland, 1893):

$$\mu(T) = \frac{\Lambda_s \sqrt{T}}{1 + T_s / T}.$$  \hspace{1cm} (4)

Density is evaluated by applying the ideal gas law \(\tilde{\rho} = \rho / (RT)\), with the specific gas constant \(R\). The specific heat \(c_p\) is kept constant.

In order to close the system of equations, the residual stress tensor \(\tau_{ij}\) and the residual turbulent heat flux \(q_i\) have to be modeled. The former is modeled by applying the Boussinesq assumption, which linearly relates the residual stresses to the filtered rate of strain tensor \(\tilde{S}_{ij}\), leading to

$$\tau_{ij} = -2 \mu \tilde{S}_{ij} - \frac{1}{3} \tilde{\tau} \delta_{ij}. \hspace{1cm} (5)$$

The eddy viscosity \(\mu_e\) is calculated in line with the proposal of Speziale (1998) as \(\mu_e = F_e \mu_{EAN}^{\text{RANS}}\), where \(\mu_{EAN}^{\text{RANS}}\) is the eddy viscosity predicted by the underlying RANS model, based on the unsteady flow field and \(F_e\) is the ‘resolution function’ damping the influence of the RANS model, depending on the local mesh resolution. Applying the \(\tilde{\xi}-f\) model, an elliptic-relaxation-eddy viscosity model of Hanjalić et al. (2004), as the underlying RANS model, the VLES eddy viscosity is defined as

$$\mu_e = F_e \tilde{\rho} C_p^\xi \tilde{\rho} \tilde{\xi} \tilde{T}_s$$  \hspace{1cm} (6)

with the turbulent Prandtl number set to \(Pr_t = 1\). Here, the \(\langle \cdot \rangle_{us}\) quantities are determined by the RANS-based sub-scale model, which solves equations for the turbulent kinetic energy \(k_{us}\) and its dissipation rate \(\varepsilon_{us}\) as well as the variable \(\tilde{\xi}_{us} = \nabla^2_{us} / k_{us}\), representing a measure for the wall-normal turbulent intensity and the elliptic function \(f_{us}\). The model transport equations in variable density formulation read:

$$\frac{\partial}{\partial t} (\tilde{\rho} k_{us}) + \tilde{U}_j \frac{\partial}{\partial x_j} (\tilde{\rho} k_{us}) = \frac{P_k - \tilde{\rho} \varepsilon_{us}}{Us} \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_t} \right) \frac{\partial k_{us}}{\partial x_j} \right],$$  \hspace{1cm} (7)

$$\frac{\partial}{\partial t} (\tilde{\rho} \varepsilon_{us}) + \tilde{U}_j \frac{\partial}{\partial x_j} (\tilde{\rho} \varepsilon_{us}) = \frac{C_{1e} \varepsilon_{us}}{T_{us}} - \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_t} \right) \frac{\partial \varepsilon_{us}}{\partial x_j} \right],$$  \hspace{1cm} (8)

$$\frac{\partial}{\partial t} (\tilde{\rho} \tilde{\xi}_{us}) + \tilde{U}_j \frac{\partial}{\partial x_j} (\tilde{\rho} \tilde{\xi}_{us}) = \frac{P_k}{k_{us}} \tilde{\xi}_{us} \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_t} \right) \frac{\partial \tilde{\xi}_{us}}{\partial x_j} \right],$$  \hspace{1cm} (9)

$$L_{us}^2 \nabla^2 (\tilde{\rho} f_{us}) - \tilde{\rho} f_{us} = \frac{1}{T_{us}} \left( \tilde{\rho} C_1 + C_2 \frac{P_k}{k_{us}} \right) \left( \tilde{\xi}_{us} - \frac{2}{3} \right).$$  \hspace{1cm} (10)

with the production rate \(P_k = 2 \mu \tilde{S}_{ij} \tilde{S}_{ij}\), the time scale

$$T_{us} = \frac{k_{us}}{\varepsilon_{us}} \hspace{1cm} (11)$$

and length scale

$$L_{us} = C_l \max \left[ \frac{3/2}{k_{us} / \varepsilon_{us}} C_{fl} \left( \frac{\varepsilon_{us}}{T_{us}} \right)^{1/4} \right].$$  \hspace{1cm} (12)

The model coefficients are summarized in Table 1.

The ‘resolution function’ \(F_e\) in Eq. (6) provides a seamless blending between the DNS limit (\(F_e \rightarrow 0\), \(\mu_t \rightarrow 0\)) and the RANS limit (\(F_e \rightarrow 1\), \(\mu_t \rightarrow \mu_{EAN}^{\text{RANS}}\)). Between these two limits an LES or VLES mode is recovered. The formulation of Chang et al. (2014) is adopted, which is based on the ratio of the grid spacing \(\Delta = \langle \Delta_x \Delta_y \Delta_z \rangle^{1/3}\) to the turbulent length scale \(L_{us} = k_{us}^{1/2} / \varepsilon_{us}\):

$$F_e = \min \left[ \left( \frac{\Delta}{L_{us}} \right)^{4/3}, 1 \right].$$  \hspace{1cm} (13)

Finally, the non-resolved turbulent heat fluxes \(q_i\) are modeled applying the gradient diffusion hypothesis, resulting in

$$q_i = \frac{\mu_c T_{us} \tilde{\rho} \tilde{\xi}_{us}}{Pr_t \tilde{\xi}_{us}}, \hspace{1cm} (14)$$

with the turbulent Prandtl number set to \(Pr_t = 1\).
The predictive capabilities of the present VLES model were preliminary explored by computing several generic and complex flow configurations including channel flow, flow over periodic hills, jet impingement onto a heated wall, vortex tubes and car aerodynamics. Interested readers are referred to Chang et al. (2014), Krumbein et al. (2016) and Jakirlić et al. (2016) for more details.

The described model is implemented in the open-source continuum mechanics library OpenFOAM®. Structured hexahedral meshes are used throughout. In line with standard practices for LES in the context of the finite volume method, second-order schemes are applied. Accordingly, the central differencing scheme is used for the spatial discretization of both the convective and diffusive term in the momentum equation. The convective term in the energy equation is discretized applying a total variation diminishing scheme. For time marching, the second-order backward differentiation formula is adopted.

**CONSTANT PROPERTY FLOW IN A T-JUNCTION**

In this quasi-two-dimensional configuration, density and viscosity are kept constant. Consequently, temperature is treated as a passive scalar, as it is the case in the reference DNS by Hattori et al. (2014). The computational domain for the T-junctions consists of two parts: the horizontal main channel with dimensions $8H \times H \times H$ and the vertical branch channel with dimensions $H \times H \times H$. The mesh consists of 278,460 cells in total, with 157 $\times$ 45 $\times$ 34 cells in the main part and 45 $\times$ 25 $\times$ 34 cells in the branch channel. Cells are refined towards top and bottom walls, applying a ratio of 10 for the spacing between coarsest and finest cell. Fully developed turbulent inflow data is generated by simultaneous precursor simulations and mapped to the inlet planes of the computational domain. Temperature at the inlets is set to constant values $T_c$ and $T_h$. At the walls, no-slip boundary conditions are prescribed for the velocity, while an adiabatic condition is imposed for the temperature. At the outflow plane zero gradient boundary conditions are set for all quantities except the pressure, for which a fixed mean value is prescribed. The instantaneous results are averaged spatially in spanwise direction as well as over a period of approximately 100 flow through times.

![Figure 2. Mean flow streamlines and velocity magnitude normalized by the bulk velocity $U_b$ obtained with the present VLES model.](image)

The mean flow field arising from the impingement of the two crossing streams is displayed in Fig. 2. The flow detaches at $x/H = 0$, developing a recirculation zone at the lower wall with associated flow acceleration in the upper part of the channel and the resulting shear layer, responsible for strong turbulence production, in between. Further downstream at $x/H = 2$, the flow reattaches. In the following, flow and thermal field are evaluated quantitatively at different positions $x/H$ marked by the dotted lines.

![Figure 3. Velocity profiles normalized by the bulk velocity $U_b$ at different positions $x/H$. DNS data taken from Hattori et al. (2014).](image)

Fig. 3 shows the development of the mean streamwise velocity profiles. The VLES results follow closely the reference DNS data at all positions. This good agreement is also reflected by the prediction of the reattachment point at $x/H = 2.02$ compared to the DNS value of $x/H = 2.00$. The RANS simulation resulted in a too long recirculation zone, with reattachment occurring at $x/H = 2.69$. This is in agreement with the underestimation of the velocity underneath the separating shear layer, starting at $x/H = 1$. Development of the turbulent intensity profiles obtained by the VLES is displayed in Fig. 4. Overall good agreement between the VLES and DNS data can be observed, with a slight overprediction of the streamwise turbulent intensity near the top and bottom wall starting at $x/H = 1$.

![Figure 4. Turbulent intensity profiles in streamwise, wall-normal and spanwise directions, normalized by the bulk velocity $U_b$ at different positions $x/H$. DNS data taken from Hattori et al. (2014).](image)

### Table 1. Model coefficients in the present VLES model.

<table>
<thead>
<tr>
<th>$C_\mu$</th>
<th>$C_{\epsilon_1}$</th>
<th>$C_{\epsilon_2}$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$\sigma_\epsilon$</th>
<th>$\sigma_\zeta$</th>
<th>$\tau_L$</th>
<th>$C_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.22</td>
<td>1.4($1 + 0.045/\sqrt{\zeta}$)</td>
<td>1.9</td>
<td>0.4</td>
<td>0.65</td>
<td>1</td>
<td>1.3</td>
<td>1.2</td>
<td>0.36</td>
</tr>
</tbody>
</table>

### Constant Property Flow in a T-Junction

In this quasi-two-dimensional configuration, density and viscosity are kept constant. Consequently, temperature is treated as a passive scalar, as it is the case in the reference DNS by Hattori et al. (2014). The computational domain for the T-junctions consists of two parts: the horizontal main channel with dimensions $8H \times H \times H$ and the vertical branch channel with dimensions $H \times H \times H$. The mesh consists of 278,460 cells in total, with 157 $\times$ 45 $\times$ 34 cells in the main part and 45 $\times$ 25 $\times$ 34 cells in the branch channel. Cells are refined towards top and bottom walls, applying a ratio of 10 for the spacing between coarsest and finest cell. Fully developed turbulent inflow data is generated by simultaneous precursor simulations and mapped to the inlet planes of the computational domain. Temperature at the inlets is set to constant values $T_c$ and $T_h$. At the walls, no-slip boundary conditions are prescribed for the velocity, while an adiabatic condition is imposed for the temperature. At the outflow plane zero gradient boundary conditions are set for all quantities except the pressure, for which a fixed mean value is prescribed. The instantaneous results are averaged spatially in spanwise direction as well as over a period of approximately 100 flow through times.

![Figure 2. Mean flow streamlines and velocity magnitude normalized by the bulk velocity $U_b$ obtained with the present VLES model.](image)

The mean flow field arising from the impingement of the two crossing streams is displayed in Fig. 2. The flow detaches at $x/H = 0$, developing a recirculation zone at the lower wall with associated flow acceleration in the upper part of the channel and the resulting shear layer, responsible for strong turbulence production, in between. Further downstream at $x/H = 2$, the flow reattaches. In the following, flow and thermal field are evaluated quantitatively at different positions $x/H$ marked by the dotted lines.
Regarding the thermal field, mean temperature profiles and turbulent heat fluxes are analyzed. Fig. 5 shows the development of non-dimensionalized temperature profiles in streamwise direction. Thermal mixing is captured accurately in the VLES, with a minor tendency towards overprediction of the mixing process, resulting in a slightly underestimated temperature at the bottom wall at positions \( x/H > 2.0 \). In the RANS simulation however, thermal mixing is underpredicted resulting in too narrow thermal mixing layer with corresponding underestimation of temperature in the lower and overestimation in the upper part of the channel. Non-dimensionalized turbulent heat flux profiles in streamwise and wall-normal directions for the VLES case are shown in Fig. 6. The shape of the profiles is captured correctly but a certain underestimation is noticeable at all positions, especially for the wall-normal turbulent heat flux.

![Figure 5. Temperature profiles normalized with hot and cold stream temperatures \( T_b \) and \( T_c \) at different positions \( x/H \). DNS data taken from Hattori et al. (2014).](image)

Figure 5. Temperature profiles normalized with hot and cold stream temperatures \( T_b \) and \( T_c \) at different positions \( x/H \). DNS data taken from Hattori et al. (2014).

![Figure 6. Turbulent heat fluxes in streamwise and wall-normal directions, normalized by the bulk velocity \( U_b \) and the temperature difference \( \Delta T = T_b - T_c \) at different positions \( x/H \). DNS data taken from Hattori et al. (2014).](image)

Figure 6. Turbulent heat fluxes in streamwise and wall-normal directions, normalized by the bulk velocity \( U_b \) and the temperature difference \( \Delta T = T_b - T_c \) at different positions \( x/H \). DNS data taken from Hattori et al. (2014).

**VARIABLE PROPERTY FLOW IN A T-JUNCTION**

Dimensions and flow conditions for the three-dimensional case comply with the reference experimental investigation conducted by Hirota et al. (2010). As in the previous case, the computational domain consists of two parts: the horizontal duct with dimensions \( 8H \times H \times 2H \) and the branch duct with \( H/2 \times H \times 2H \). The mesh is refined towards top and bottom wall, as well as side walls. It consists of a 262 × 75 × 130 cells in the main duct and 40 × 40 × 130 cells in the branch duct, resulting in 2.762.500 cells in total. Inflow data is again generated by simultaneous precursor simulations. Temperature is set to a fixed value of \( T_c = 12^\circ \text{C} \) in the main duct and \( T_b = 60^\circ \text{C} \) in the branch duct, which corresponds to the values from the experimental investigations. This temperature difference entails density and viscosity variations of approximately 15% and 13%, respectively. Hence, temperature dependence of density and viscosity are taken into account in this case. Boundary conditions remain unchanged compared to the previous case, except that wall boundary conditions are applied at the sides. The instantaneous results are averaged over a period of 100 flow-through times.

![Figure 7. Velocity and turbulent intensities at the middle plane \((z/A = 0)\) of the main inlet duct compared to DNS of channel flow at \( Re_x = 395 \) of Moser et al. (1999) and Exp. data by Hirota et al. (2010).](image)

Figure 7. Velocity and turbulent intensities at the middle plane \((z/A = 0)\) of the main inlet duct compared to DNS of channel flow at \( Re_x = 395 \) of Moser et al. (1999) and Exp. data by Hirota et al. (2010).

Fig. 7 shows the velocity profiles and turbulent intensities from the precursor simulations serving as inlet data for the main duct compared to DNS for plane channel flow at a similar Reynolds number (Moser et al., 1999) as well as experimental data. The comparison to the channel DNS illustrates, that the VLES results in the middle plane correspond to fully developed turbulent flow, but deviate from the inflow data in the experimental investigations. Since most of the turbulence production occurs in the shear layer, inflow data is expected to be of minor importance. Furthermore, no experimental data for the branch channel is available, hence fully developed flow was used for both inlets.

![Figure 8. Streamlines and velocity magnitude normalized by the bulk velocity \( U_b \) in the \( z/A = 0 \) plane obtained with the present VLES model.](image)

Figure 8. Streamlines and velocity magnitude normalized by the bulk velocity \( U_b \) in the \( z/A = 0 \) plane obtained with the present VLES model.

Fig. 8 displays streamlines and velocity magnitudes in the middle plane \((z/A = 0)\) obtained with the present VLES model. As expected, the flow topology is qualitatively very similar to the pre-
vious case, with the formation of a recirculation zone and associated separation and reattachment of the flow. Dotted lines mark the positions $x/H$ at which quantitative comparisons between the computational results and the reference experimental data are drawn.

The three-dimensional flow and thermal field is illustrated in Fig. 9 in terms of the normalized streamwise velocity component and the non-dimensionalized temperature on several planes in the computational domain. The flow is symmetric with respect to the middle plane and the influence of the side walls is noticeable in both the velocity and the temperature field.

Fig. 10 shows the streamwise velocity profile development. The agreement between the computational results and the experimental data is similar to the quasi-two-dimensional configuration: the VLES results are in good agreement with the reference data while the RANS simulation shows minor deviations near the bottom wall, especially at the positions further downstream. Consequently, the prediction of the reattachment point is reasonable in the VLES with $x/H = 1.79$ compared to the experimentally obtained value of $x/H = 2$. In the RANS simulation the length of the recirculation zone is again overpredicted, with reattachment occurring at $x/H = 2.85$. Turbulent intensities in $x$ and $y$-direction are shown in

In regards to thermal mixing, mean temperature and turbulent heat fluxes are analysed. Fig. 12 shows the temperature profile development in streamwise direction. Clearly, both the VLES and RANS results show deviations from the reference data set. In the VLES case, the mixing is overestimated considerably, resulting in a more intensive spreading of the thermal mixing layer. At $x/H = 0$ the temperature is already overpredicted in the mixing layer. This
trend continues further downstream resulting in an underestimation of the bottom wall temperature. The apparent superiority of the RANS results in regards to the prediction of the temperature field seem unlikely, considering the more accurate prediction of the flow field in the VLES. In the RANS simulation, the mixing seems to occur to slow resulting in a narrower thermal mixing layer, as it was the case in the quasi-two-dimensional configuration. However, contrary to the previous case, the bottom wall temperature is underpredicted despite the insufficient mixing. Fig. 13 shows the turbulent heat fluxes in x and y-direction. The magnitude of the streamwise turbulent heat flux is clearly overestimated at the position of the branch duct (−0.5 ≤ x/H ≤ 0). Further downstream, the predictions initially improve until x/H = 1.5, where the VLES results indicate heat flux mainly against the flow direction, while in the experiment heat flux in flow direction is observed in the upper part of the configuration. Turbulent heat fluxes in y-direction are in general overestimated, especially in the region −0.25 ≤ x/H ≤ 1. The position of the peak values are shifted upwards compared to the experimental data. The overestimation of the turbulent heat fluxes is consistent with the overprediction of the thermal mixing process.

CONCLUSIONS

The thermal mixing of flow-crossing streams in a T-shaped junction was studied computationally, applying a hybrid LES/RANS model based on the VLES concept. The residual turbulent motion is modeled using an elliptic-relaxations-based eddy viscosity model. For comparison purposes, simulations with the background RANS model were also performed. Two configurations were studied: a quasi-two-dimensional case with constant flow properties, for which DNS data was made available by Hattori et al. (2014), and a three-dimensional configuration subject to temperature dependent flow properties, which was investigated experimentally by Hirota et al. (2010). In the quasi-two-dimensional case, flow and thermal fields predicted with the VLES model exhibit very good agreement with the reference data base. Regarding the quality of the results, the VLES has a clear advantage over the RANS model, especially in terms of predicting the length of the recirculation zone and the thermal mixing process with the associated temperature distributions. The advantage of the VLES model is expected, since large turbulent structures are resolved in this hybrid LES/RANS scheme. For the three-dimensional configuration, the flow field is predicted reasonably well by the VLES model, with the most notable deviations from the reference data occurring in the prediction of the turbulent intensity in y-direction. The RANS model again overestimates the length of the recirculation zone by about 40%. The thermal field in the three-dimensional configuration is not predicted as accurately as in the quasi-two-dimensional case. The mixing process in the VLES is too strong resulting in too shallow temperature profiles and associated overprediction of the turbulent heat fluxes. The shortcomings in the prediction of the thermal fields in the three-dimensional configuration require further investigations, especially considering the reasonably accurate predicted flow field as well as the correct thermal field in the quasi-two-dimensional case. Further investigations will include a high fidelity LES to analyse the influence of the background RANS model, as well as studies concerning the influence of inflow data, the applied numerical schemes in the energy equation and the turbulent Prandtl number.
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