DELAYED DETACHED EDDY SIMULATION OF FLOW IN MACROSCALE AND MICROSCALE MULTI-INLET VORTEX REACTORS
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ABSTRACT
The multi-inlet vortex reactor (MIVR) is used for flash nanoprecipitation to manufacture functional nanoparticles. A validated computational fluid dynamics model is needed for the design, scale-up, and optimization of the MIVR. Unfortunately, available Reynolds-averaged Navier-Stokes methods are unable to accurately model the highly swirling flow in the MIVR. Large-eddy simulations (LES) are also problematic, as excessively fine grids are required to accurately model this flow. These dilemmas led to the application of the dynamic delayed detached eddy simulation (DDES) method to the MIVR. In the dynamic DDES model, the eddy viscosity has a form similar to the Smagorinsky sub-grid viscosity in LES, which allows the implementation of a dynamic procedure to determine its model coefficient. Simulation results using the dynamic DDES model are found to match well with experimental data in terms of mean velocity and turbulence intensity, suggesting that the dynamic DDES model is a good option for modeling the turbulent swirling flow in the MIVR.

By introducing a low Reynolds number turbulence model into the DDES formulation, it is possible to extend the applicability of the DDES model to transitional and weakly turbulent flow in a macroscale MIVR.

INTRODUCTION
Chemical reactors for rapid mixing have been investigated intensively as they are required in certain precipitation reactions, including semi-batch stirred tank precipitators and impinging jet precipitators. The multi-inlet vortex reactor (MIVR) was originally designed as a microscale chemical reactor used to produce functional nanoparticles in the flash nanoprecipitation (FNP) technique where rapid mixing is required (Liu et al., 2008). The MIVR achieves fast mixing of streams from different inlets by inducing turbulent swirling flow into the reactor. The reactor consists of four inlets, one mixing chamber, and one outlet. Due to the arrangement of the inlets and the mixing chamber, the MIVR can provide good mixing at high Reynolds numbers and its mixing performance is insensitive to inlet flow rates of the individual streams. A natural question concerning the microscale MIVR is if it can be scaled up to larger dimensions without sacrificing its mixing performance (Marchisio et al, 2006). To answer this question, a scaled-up prototype of the MIVR has been built and investigated experimentally using stereoscopic particle image velocimetry (SPIV) (Liu et al., 2015). The experimental measurements reveal a number of interesting phenomena about the complex swirling flow in the MIVR. For example, a wandering motion of the vortex center was found to exist in the flow, and this wandering motion affects the measured turbulence kinetic energy and Reynolds stresses significantly. Despite the abundant information provided by the SPIV measurements, the understanding of the true three-dimensional structure of flow inside the reactor is still limited. Important parameters such as turbulent dissipation rate can only be obtained through approximations. A reliable numerical simulation of the scaled-up reactor is thus necessary to gain deeper understanding of the fundamental flow physics and to optimize the design and performance of the reactor.

The flow motion inside the MIVR is a turbulent swirling flow. The turbulence in such a swirling flow is difficult to model. These challenges are mainly caused by significant streamline curvature...
existing in swirling flow. Streamline curvature affects turbulence structure by adding additional rate of strain into the flow, which in turn produces significant changes in turbulence kinetic energy production and distribution. These extra strain rates include lateral divergence, normal divergence, bulk compression, and rotation of whole flow system about the rotation (z) axis (Bradshaw, 1973). In the MIVR, flow undergoes helical motion towards the outlet. The sudden contracting geometry in the outlet of the MIVR also produces lateral and normal divergence. Thus all the additional strain rates except bulk compression will exist in the flow field of the MIVR, which makes successfully simulating the flow difficult.

The main problem with models using modified eddy viscosity is that they may only work for particular cases because these model coefficients are specifically tuned for a certain case. Hybrid RANS/LES is a promising method, which is able to improve the performance of RANS models while requiring less computational resources compared to LES (Gimbin et al., 2012). Detached eddy simulation (DES) falls into the category of hybrid RANS/LES models. DES was originally developed to avoid the high grid requirement in LES by employing RANS in the near-wall region and an eddy-resolving simulation in regions away from the wall (Spalart et al, 1997). The original DES method could have artificial grid-induced separation when the eddy-simulation mode took place inside the boundary layer where the resolved Reynolds stresses have not replaced the modeled Reynolds stress (Menter and Kuntz, 1994). Delayed DES (DDES) was then proposed to solve this issue by using a shielding function to prevent the model from switching to eddy simulation near boundary layers (Spalart et al. 2006). Recently, Reddy et al. developed a new variant of the DDES model by clipping the length scale to the eddy viscosity in the $k - \omega$ model, making the eddy simulation more similar to LES (Reddy et al., 2014). Furthermore, Yin et al. implemented a dynamic procedure to compute the coefficient used in the eddy simulation, resulting in the dynamic DDES model. This dynamic DDES model adapts its coefficient according to how well turbulence is resolved, thus maximizing the resulting eddy-simulation region (Yin et al., 2015). Recent advances in the DDES model provide a powerful tool for simulating turbulent swirling flows, which can possess the accuracy of LES while having a computational cost closer to RANS.

In the current study, the dynamic DDES method is used to simulate flow inside the MIVR. A precursor simulation was first run to obtain the fully developed flow for the inlets of MIVR. Both steady and unsteady inlet conditions were tested for the simulation. The simulation results are validated by comparison with our SPIV measurements. The model is then extended to simulations for a microscale MIVR by introducing a low Reynolds number RANS formulation into the model. These results are compared to measurements from microPIV experiments.

MODELING APPROACH

The dimensionless filtered Navier-Stokes equations can be expressed as (repeated indices imply summation)

$$\frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial \tilde{u}_i \tilde{u}_j}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{1}{Re} \frac{\partial}{\partial x_j} \left( \frac{\partial \tilde{u}_i}{\partial x_j} \right) - \frac{\partial \tau_{ij}}{\partial x_j}$$

(2)

where $\tau_{ij}$ is the Reynolds-stress tensor in the RANS mode and turbulent sub-grid stress (SGS) tensor in the LES mode, and it is modeled as

$$\tau_{ij} = 2\nu_S S_{ij} - \frac{2}{3} \kappa \delta_{ij}$$

(3)

where $S_{ij}$ is the mean strain-rate tensor. The dynamic DDES model (Yin et al., 2015) is based on clipping the production rate of the $k - \omega$ RANS model. In the DDES model, the turbulent eddy viscosity term in the $k - \omega$ model is replaced by the production of the square of the length scale and $\omega$. When using the RANS length scale, the simulation runs in a RANS mode. However, if the length scale is the LES length scale, the simulation runs in an LES mode. Except for the wall area, the selection of the mode is determined by the magnitude of the RANS and LES length scales and, in principle, the smaller length scale is used. A shielding function is employed to ensure that the RANS mode will always be selected in the near-wall region. Here, the $k - \omega$ RANS model (Wilcox, 2006) is given by

$$\frac{Dk}{Dt} = 2\nu_S |\nabla k|^2 - C_{k\omega} \nu_k \mathbf{V} \cdot \left( \mathbf{V} + \nu_s (k/\omega) \nabla k \right)$$

(4)

where

$$\frac{D\omega}{Dt} = 2C_{\omega\omega} |\nabla \omega|^2 - C_{k\omega} \nu_k \mathbf{V} \cdot \left( \mathbf{V} + \nu_s (k/\omega) \nabla \omega \right)$$

(5)

is used with the standard constants:

$$C_m = 0.09, \quad \alpha_t = 0.5, \quad \alpha_s = 0.5, \quad C_{ou} = 5/9, \quad C_{ow} = 3/40.$$

The only change in the current DDES model compared to the traditional $k - \omega$ RANS model is the turbulent viscosity appearing in (4), which is defined by

$$\nu_s = \nu_{DDES} \nu_{\omega}, \quad \nu_{DDES} = \nu_{RANS} - f_j \max(0,1 - \nu_{LES} - 1) \nu_{RANS}, \quad \nu_{RANS} = \frac{k}{\omega}$$

(6)

where $\nu$ is the cell volume, $h_{max} = \max(dx, dy, dz)$ is the maximum cell spacing, and $f_j$ is the DDES shielding function. It is worth mentioning that the equation for the grid size $h$ helps alleviate the log layer mismatch problem. For this purpose, the shielding function is defined by

$$f_j = 1 - \tanh \left( 8r_j^3 \right), \quad r_j = \frac{k/\omega + \nu}{K^2 d_a^2 \sqrt{\overline{U_{i,j}}/U_{i,j}}}$$

(7)

where $\nu$ is the kinematic viscosity, $K$ the the von Kármán constant, $d_a$ the wall distance, and $U_{i,j}$ the velocity gradient tensor.

A dynamic procedure gives the empirical constant $C_{DDES}$ of the eddy simulation adaptively. This procedure also ensures that $C_{DDES}$ becomes a default number as the dynamic procedure is likely to fail on coarse meshes where the inertial range has not been resolved. Specifically, the dynamic procedure is defined as follows:

$$C_{DDES} = \max(C_{DDES}, C_{DDES}^L), \quad C_{DDES}^L = \max(0, 0.5 \frac{L_M}{M_M}), \quad M_M = \Lambda_{ij} \tilde{S}_{ij} - \Lambda_{ij} \tilde{S}_{ij}, \quad L_M = \tilde{u}_{ij} \tilde{S}_{ij}$$

(8)
The dynamic DDES model was implemented into the open-source computational fluid dynamics (CFD) code OpenFOAM. A second-order, backward-difference method was used for time integration. Gradients were discretized with second-order accuracy, accounting for non-orthogonal corrections. The divergence scheme for $k$ and $\omega$ is limited Linear, which is a central scheme with the Sweby limiter (Sweby, 1984). The divergence terms for other variables are discretized using a second-order central scheme. The Laplacian scheme is second-order accurate. The generalized geometric-algebraic multi-grid (GAMG) solver is used as the linear system solver for the pressure equation and the Gauss-Seidel algorithm is used for other variables including velocity, $k$ and $\omega$. The solution for the system of partial conservation equations was obtained, at each time-step, by solving iteratively, to a specified tolerance of the residual norm.

The simulated geometry of the macroscale MIVR is shown in Fig. 1 (the simulation geometry for the microscale MIVR is identical, but is $1/16$ this size). The outlet pipe has been made long enough to encompass any recirculation zones that may exist in the outlet. As the inlet channel in the experiment is about 870 mm long and is long enough for the inlet flow to fully develop, the inlet condition is modeled as fully developed for the reactor simulation. To obtain this developed inlet flow profile, a precursor simulation using a 160 mm long square duct was first conducted. The outflow is mapped back to the inlet so as to reach fully developed condition with relatively low computational cost. In each inlet, the bulk Reynolds number is 6580 and the dynamic DDES model is used as a turbulence model where grid resolution near the wall regions is fine enough so no wall functions must be used.

The dynamic DDES model was found to handle flow at transitional Reynolds numbers very well.

RESULTS AND DISCUSSION

The streamlines of one typical instantaneous flow field in the macroscale MIVR from the simulation are presented in Fig. 2. The flow in the MIVR moves mainly in a helical motion. As can be seen in the streamlines at $Z=0.06$ m, this swirling motion is preserved quite well by the confined geometry and does not significantly dissipate as flow moves through the reactor. Vortex breakdown does not occur in the simulation domain. This phenomenon is different from the case where swirling flow enters a sudden expansion area. In a sudden expansion area, swirling motion decays much faster, and vortex breakdown is usually observed downstream of the expansion (Wang, 2004; Lu et al., 2005). The center of the swirling motion, i.e., the vortex center, also wanders around just as has been observed in other swirling flows (Ingvorsen et al., 2014). This wandering movement is found to be a small random motion rather than a preceding motion and no distinct frequency exists. In the streamlines at $X=0$ m, a low velocity area is observed near the center region where a recirculation appears. In other corner locations, small recirculation zones are also observed.

Figure 2. Instantaneous simulation velocity field in the MIVR (left: contour plot of velocity magnitude, middle left: vertical cross-section through center of outlet, middle right: horizontal cross-section through center of inlets, right: horizontal cross-section at outlet).

Figure 3. Dynamic DDES shielding function and eddy simulation branch on the center slice.

To simulate flow in the microscale MIVR, the dynamic DDES model was modified for use in transitional flow. This was done by first modifying the turbulent dissipation term in the standard $k$-$\omega$ model with a low Reynolds number correction. With this correction, the dynamic DDES model was found to handle flow at transitional Reynolds numbers very well.

\[ C_{\mu} = C_{\mu}^{\infty} \left[ 1 - \tanh \left( \alpha \exp \left( \frac{-\beta h_{in}}{L_1} \right) \right) \right], \quad L_2 = \left( \frac{\nu}{\varepsilon} \right)^{1.5} \]  \hspace{1cm} (9)

\[ \varepsilon = 2 \left( C_{\mu}^{\infty} h_{in} \right)^{3/4} \left( \alpha + C_{\mu}^{\infty} \right) \frac{\nu}{C_{\mu}^{\infty}}, \quad C_{\mu}^{\infty} = 0.12, \quad \alpha = 25, \quad \beta = 0.05 \]
the wall is determined by the ratio of the LES length scale, $C_{LES} \Delta$, over the RANS length scale, $\sqrt{k/\omega}$. For the current CFD work, not every location away from the wall has a grid fine enough to turn on the eddy-simulation mode, especially near the bottom of the outlet region. Although these RANS locations can be eliminated by further refining the mesh size, the main consideration here is to achieve accurate CFD predictions without consuming excessive computational resources, and thus such a grid refinement was not found to be necessary.

Figure 4 shows the radial distributions of the time-averaged radial, axial, and azimuthal velocity components at three measurement planes, $z/H = 1/4, 1/2$ and $3/4$. The error bar at each point indicates the variance of the mean result that comes from performing this time average along different azimuthal angles. Simulation results using the dynamic DDES model with steady (DDES_S) and unsteady (DDES_T) inlets are compared with SPIV measurements. Overall, reasonable agreement is observed between simulations and experimental measurements. The dynamic DDES model with unsteady inlet conditions gives a better prediction for the mean velocity field, especially the radial velocity at the $1/4$ plane. This is expected, as the unsteady inlet condition is closer to the physical situation and is thus usually recommended in an eddy simulation.

For comparison, simulations were also performed using the $k-\omega$ SST model with curvature correction, and this model did a fairly accurate job predicting the mean velocity in the region away from the center. However, near the reactor center, the azimuthal velocity is significantly underestimated and the declining trend of axial velocity cannot be captured. The RANS modeling tends to predict premature laminarization of the flow by adding excessive turbulent diffusion. The flow in the chamber is dominated by the azimuthal velocity, where peak radial velocity is much smaller than the other two components, and axial velocity is almost zero away from the center region ($r/R_{o} > 0.3$). Based on the distribution of the azimuthal velocity, flow can be
divided into two main regions, a forced vortex region and a free vortex region. Near the reactor center, the azimuthal velocity corresponds to a forced vortex. Outside of the location of the peak azimuthal velocity, the azimuthal velocity resembles a free vortex. It is observed that the mean axial velocity has similar profiles as the azimuthal velocity.

Figure 5 shows the radial distribution of normalized turbulence intensity components at three measurement planes, z/H = 1/4, 1/2 and 3/4. Again, the error bar at each point represents the variance of the mean result calculated along different azimuthal angles. The dynamic DDES model with steady (DDES_S) and unsteady (DDES_T) inlet conditions give almost the same predictions, indicating the fluctuation of inlet flow has little impact on the turbulence intensity of flow inside the chamber. Overall, reasonable agreement is observed between the simulation using dynamic DDES model and experimental results. The predicted radial and azimuthal turbulence intensities show good agreement with SPIV data. However, the axial turbulence intensity is underestimated in the simulations, especially near the reactor center. This discrepancy could be caused by the measurement noise in SPIV and the unsolved vortex core motion in simulation. Near the center of the reactor, the gradients of azimuthal and axial velocity become large, and in such high-gradient regions, the SPIV measurement could have high correlation noise (Doorne and Westerweel, 2006). This correlation noise could explain why high turbulence intensity is observed in the center area. When vortex core motion is not well captured, the predicted turbulent intensity will also deviate from experimental data. The $k-\omega$ SST model with curvature correction gives almost identical results as the dynamic DDES model in the region away from the center ($r/R_c>0.2$). However, it underestimates the turbulence intensities significantly near the center. The wandering motion of the vortex center and anisotropic features of turbulence seem to be the reasons causing the failure of the RANS simulation.

The measured turbulence intensity in the swirling flow within the macroscale MIVR can be attributed to both the pure turbulence phenomena and coherent structure bulk motion, i.e., precessing vortex core phenomenon or vortex wandering motion. The coherent structure motion tends to increase the measured turbulence intensity near the center of swirling flow. This contribution can be removed by freezing the vortex wandering motion during the calculation of turbulence intensity. It is found that the vortex wandering motion mainly increases the radial and azimuthal turbulence intensities near the center. This finding suggests that the turbulence intensity near the vortex center should decrease if only the pure turbulence phenomenon is considered. This argument actually agrees with the streamline curvature effect on turbulence intensity. Turbulence will be stabilized in the forced vortex region by the mean velocity distribution while being destabilized in the free vortex region by the centrifugal force (Hreiz et al., 2011), just like the prediction by the $k-\omega$ SST model with curvature correction.

Figure 6 shows a comparison between the predictions of the transitional dynamic DDES model for the microscale MIVR with experimental results as measured by microPIV. The results of a large-eddy simulation are also presented for comparison. Excellent agreement is observed between the transitional DDES model and experimental data as measured by microPIV for the microscale MIVR.
CONCLUSIONS

Turbulent swirling flow in the macroscale MIVR is affected by both vortex wandering motion and streamline curvature, which makes a successful simulation difficult. In the current study, a dynamic DDES model was applied to model this flow. Both steady and unsteady inlet conditions are used and a small improvement of predicting the mean velocity is observed in the unsteady inlet case. Overall, the simulation results agree quite well with the experimental results in terms of the mean velocity and turbulence intensities. The recirculating backflow occurring at the center of MIVR is also captured by the dynamic DDES model. The existence of backflow is likely caused by the scale at the center of MIVR is also captured by the dynamic DDES model. The SST model is unable to accurately predict the flow in the MIVR. The recirculating backflow occurring by both vortex wandering and anisotropic turbulence features exist there, it is not surprising that the RANS model fails. The accuracy of the dynamic DDES model was shown to extend to the microscale MIVR when the dynamic DDES model is modified to be based a low Reynolds number RANS model. The superior performance of the dynamic DDES model confirms that it can reduce the drawbacks inherent to the RANS model and can be a good alternative for studying complex turbulent swirling flows.
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